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Abstract

Modern products are designed to meet the needs of customized and short-lived products, after a short period of time, these products become waste products, these waste products are accumulating at an exponential rate, resulting in environmental degradation as a result of pollution, in order to keep this environment clean, it is necessary to have disassembly lines for those waste products, so in this research a Hybrid Genetic ADAM optimizer Algorithm was proposed to facilitate the disassembly operations at work stations in the disassembly lines, the proposed algorithm used to solve multi-objective disassembly line balancing problem, and Pareto optimal solution was used to determine non inferior solutions from a population. The trend of results reveal 6.1 percent a reduction in disassembly workstations, reduction of at least 0.05 percent of the idle time, reducing to minimum run time 1.5 percent comparing proposed and other meta heuristics algorithms. Furthermore, the plans of disassembly data are created to be valuable regarding trace ability and disassembly improvement processes in the future.
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I. INTRODUCTION

Due to the great industrial progress these days, as well as the development of products day by day, the waste products are increasing exponentially, and this leads to the pollution of the environment surrounding human life, we need different plans to disassemble these waste products, these plans help in accelerating disassembling processes and balancing the necessary disassembly lines. Other methods of disassembly must be established to lower the risk of infection from contact with waste products, to make disassembly activities easier, and to reduce the amount of stressful labor for personnel. These ideas are embodied in the plans for disassembly workstations, with the primary purpose of any workstation or group of workstations in the disassembly line being to complete an annual disassembling timetable. In order to attain minimum idle time for each activity, researchers should focus on lowering the idle time used at these workstations as much as possible, in addition to using the overall time required to operate them. Assembling parts to make devices has become very easy these days, with large and small factories working in workshops or at home to assemble parts to make a variety of items. However, as a result of a variety of factors, such as poor design and short product life, these items become waste, resulting in a massive pile of obsolescence devices [1]. Despite the fact that traditional disassembly plans have begun to balance this rising demand, traditional disassembly is insufficient to deal with the rapid outdated manufacturing of electronic and electric parts. Many suggestions for improving disassembly line work have been studied, such as [2], which used product self-disassembly technology to improve recovery performance and reduce component damage, and [3], which purposed a method to improve labor productivity at assembly line with U shaped. On the other hand, a meta-heuristic methodology was improved to address the issue of adjusting the disassembling line based on arrangement [4], as well as the issue of adjusting the disassembling line based on degree of completion of ancillary work for loading and operating the workstations system with a parallel and semi-automated disassembly line [5]. In flexible processing, a Petri net method was used to forecast energy behavior, which incorporated parallel systems. [6], a few methods on planning the energy concept of mechanized lines have been offered in the study as an equipment for energy saving and reducing major adverse effects [7], as an apparatus for energy sparing and decrease significant inverse impacts, a few methodologies on planning the energy thought of mechanization lines have been proposed in the study [8], and a method of energy saving optimization that is chosen to choose the workstations on a line for picking up and viewing energy savings by an additional algorithm for analysis has been developed [9], disassembly for the recovery of deliberately significant materials from electric devices was proposed to solve a problem in disassembly lines, and an ant colony evaluation algorithm was improved to find the ideal disassembling progression to choose the sub assembling, and an ant colony evaluation algorithm was improved to find the ideal disassembling progression to choose the sub assembling [10], and [11] suggested a mathematical paradigm to limit power costs for arranging the creation of single machines during creation measures, to reduce energy consumption based on graphical restoration of constraints and improve the algorithm for optimizing ant colony modify was
used to find the global collection sequence determined by the selection and the proposed number of components [12], [13] suggested that the problem of balancing the uncertainly disassembling line with numerous purposes required for the distribution of disassembling tasks for the distributed assembly of disassembling workstations, and to solve the problem of balancing traditional collection and the use of Monte Carlo techniques to determine reinforcement training to compile a large-scale problem within a reasonable computational time to solve the DLBP [14]. In addition, an artificial swarm method was improved to handle the challenges of balancing traditional collection with multi-objective optimization and optimal Pareto solutions to solve the problem of disassembly [15], the disassembly of a mathematically multi-objective model utilized to solve a parallel line with two products is required. [16], to change production process, a two-phase heuristic model with mathematical method was proposed once more to solve the problems in DLBP [17], and a new technique was developed to produce a disassembly sequence for tasks that may be reused or re manufactured [18]. There is always a gap in the disassembling lines, and this gap is concentrated in lost time during disassembling operations, which may lead to a lack of knowledge of sufficient work stations, a lack of knowledge of how to disassemble steps without stopping, a lack of knowledge of disassembling costs and whether the process is profitable or not, and finally, a lack of knowledge of the best disassembling directions to reduce disassembling time.

The remainder of this paper is organized as follows: Section II describes the problem methodology and a mathematical model of multi-objective ADAM optimizer algorithm, also the definition of the proposed model, and case study. Section V presents computational and comparison results and discussion. Section VI gives a summary and conclusion of research.

II. METHODOLOGY

A. Problem description

The main objective of this paper is to assist in the resolution of problems associated with disassembly lines in general, including the danger of disassembly parts, the accumulation of required disassembly parts, not knowing the appropriate number of workstations required for disassembly operations, and idle time during disassembly operations. A hybrid algorithm was proposed between the genetic algorithm (GA) and ADAM optimizer to reach the best solutions, which are global solutions and avoid local solutions, where the genetic algorithm elicits improved genetic population and global mutations from solutions, and ADAM optimizer is a meta heuristics algorithm using to automate elicitation of all solutions and filtering global solutions, to address a set of problems that were set in specific goals and set limitations, and to reach excellent solutions. We also proposed a Parallel Disassembly Line Balancing Problem (PDLBP)(see Fig. 2) instead of a traditional Disassembly Lines Balancing Problem (TDLBP) that are in one line (see Fig. 3), and in this way we can reduce the idle time in the operating stations.

In the literature, [19], the pareto filter is used to identify non inferior solutions to multi-objective issues. It maximizes each aim at the same time, disregarding the importance of the other four. Simultaneously, it solves the overflow problem of non-inferior solutions with an enhanced crowding distance technique. Specifically, the problem of screening sub-objective boundary solutions. Following the execution of the algorithm, many non-inferior solutions with various focuses can be found, giving decision-makers with a variety of possibilities.

III. PROBLEM DEFINITION AND MODEL

The disassembly line balance problem is a type of combinatorial optimization problem that has several objective functions and complex constraints. The disassembly sequence, disassembly task allocation, and the number of workstations opened must all be determined when completely disassembling waste products. Other decision-making variables include a demand index, a danger index, and other factors. Assume that used mechanical and electrical items are made up of n parts, and assign a disassembly task to each one.

A. Mathematical Models

The mathematical description of multi-objective disassembly line balance problem is as follows:

\[
\text{Min } \mathbf{F} = [f_1, f_2, f_3, f_4]
\]
The objective function: Eq. 1 represents four minimization objectives; Eq. 2 represents minimizing the number of workstations; Eq. 3 represents balancing the direction change of each workstation; Eq. 4 represents minimizing the cost of disassembly, and the disassembly cost per unit time of the workstation is defined as the disassembly task in the workstation; Eq. 5 represents to minimize the number of changes in the direction of disassembly. It needs to be pointed out that the change in the direction of the disassembly task in the parallel disassembly line is not the change in the direction of the workers task in the disassembly line.

Constraints

\[ \sum_{i=1}^{m} \frac{t_i}{T_C} \leq K \leq n; \]  
(6)

\[ T_{s_j} \leq T_C, \quad \forall j \in \{1, 2, \ldots, K\} \]  
(7)

\[ \sum_{j=1}^{K} x_{ij} = 1, \quad \forall i \in \{1, 2, \ldots, m\} \]  
(8)

\[ x_{aj} \leq \sum_{j=1}^{K} x_{ij}, \quad \forall (a, i) \in MP \]  
(9)

Where: \( K \) is the number of workstations; \( T_C \) is the disassembly cycle time; \( T_{s_j} \) is the operating time of the \( j - th \) workstation; \( m \) is the number of disassembly tasks; \( W_i \) is a disassembly cost of the \( i - th \) disassembly task; define \( r_i \) as the \( i - th \) disassembly task the direction of disassembly, \( X_{ij} \) is the relationship between the task and the workstation, if task \( i \) is assigned to workstation \( j \), then \( X_{ij}=1 \), otherwise \( X_{ij}=0 \); \( MP \) is in order to disassemble the task priority relation set, \( (a, i) \) refer that task a has priority over task \( i \).

\[ r = \begin{cases} +x & +1 \\ -x & -1 \\ +y & +2 \\ -y & -2 \\ +z & +3 \\ -z & -3 \end{cases} \]

where \( r_j \) the possible disassembly direction of part \( j \) which indicated by integer; \( R_n \) the disassembly direction matrix of parts. if \( r_i = r_i - 1 \), Then \( R_i = 0 \), otherwise \( R_i = 1 \); \( t_i \) is the working time of the \( i - th \) disassembly task. Eq. 6 refers that the number of workstations is not less than the number of theoretical workstations and does not exceed the number of disassembly tasks; Eq. 7 refers that the operating time in each workstation does not exceed the production cycle; Eq. 8 refers that each task is Must be assigned to a workstation; Eq. 9 indicates that the disassembly sequence must satisfy the disassembly priority relationship.

IV. PARETO GA-ADAM ALGORITHM

The GA-ADAM algorithm and GA algorithm show good solution performance in solving aggregate optimization problems. In this paper, according to the characteristics of the disassembly line balancing problem, together with the idea of the Pareto solution set, the initial practical solution of ADAM genetic algorithm is improved, and the genetic process is created. ADAM Pareto genetic algorithm to solve the parallel multi-objective disassembly line equilibrium problem.

A. Building a practical solution

The use of ADAM genetic algorithm to solve the disassembly line equilibrium problem can be considered as a decent random gradient looking for the next disassembly task with a directive to update the weights of the iterative network based on training data. The path that ant passes through constitutes the sequence of disassembling the problem. The guideline in ADAM genetic algorithm is the predicted score for selecting the next decoding task. Due to the characteristics of the equilibrium problem of the disassembly line, the guideline
is the longest disassembling process time and the smallest disassembling cost difference, and the experimental function of the task \( t \) is

\[
\eta_i = \frac{t_i}{T_C} + \left(1 - \frac{|W_i - W_i|}{\max_{m \in A_i} |W_m - W_i|}\right)
\]

(10)

In this equation: \( A_i \) represents the feasible set of tasks for the current task \( i \) and \( t_i \) represents the \( i \) task completed. The probability of GA-ADAM algorithm from task \( i \) to task \( j \) is

\[
p_{ij} = \begin{cases} 
Y_1 : i = \arg \max_{x \in A_j} \left( \left( \sum_{e=1}^{j} \tau_{le} \right) \cdot \eta_j \right), \\
0 \leq r \leq r_1 \\
Y_2 = \frac{\left( \sum_{e=1}^{j} \tau_{le} \right)^\alpha \cdot \eta_j}{\sum_{e=1}^{j} \left( \sum_{e=1}^{j} \tau_{le} \right)^\alpha}, r_1 < r \leq r_2 \\
Y_3 : \text{random selection} \in A_j, r > r_2
\end{cases}
\]

(11)

In this equation: \( r \) is the random number between \((0,1)\); \( r_1, r_2 \) is the defined parameter; gradient descent optimization for the task \( i \) to the subsequent task \( e \); \( A_j \) is the subsequent optional task set of the task \( i \); gradient descent optimization weight; heuristic factor weight. \( Y_1 \) indicates that if \( r \leq r_1 \), selects the maximum task \( j \) from the next task assignment; \( Y_2 \) indicates that if \( r_1 < r \leq r_2 \), selects the next task of random proportions in roulette selection; and \( Y_3 \) refers that if \( r > r_2 \), randomly selects a task from the feasible task set \( A_j \).

In order to ensure that the feasible solution meets the actual disassembly situation of the disassembly line, the choice of each task should consider the disassembly priority relationship constraints, the generation process of feasible solutions does not consider the influence of the disassembly removal, as the main parameter affecting the number of workstations, at the same time, fix the position of each task on both sides of the parallel disassembly line.

**B. Filter for the Pareto solution set**

Using the gradient descent optimization method and the sequential processing method, its essence is to transform multi-objective problem into a single-objective problem. The Pareto solution set idea can balance between multiple optimization objectives (see Fig. 4), and the solution results are more consistent with the actual situation of the problem and can be used as the solution idea of the problem. Given two feasible removal sequences \( X_1, X_2 \), if \( X_1, X_2 \) are run across.

\[
f_m(X_1) \leq f_m(X_2), \quad \forall m \in \{1, 2, 3, 4\} \quad (12)
\]

\[
f_m(X_1) < f_m(X_2), \quad \exists m \in \{1, 2, 3, 4\} \quad (13)
\]

Call the \( X_1 \) Pareto dominates the \( X_2 \), as \( X_1 < X_2 \) If the feasible solution \( X \), satisfies: \( \neg \exists X \) so, the feasible solution \( X \), is called the Pareto optimal or solution that isn’t inferior The Pareto optimal solution set is made up of all Pareto optimal solutions, and the Pareto optimal frontier is made up of multi-objective function values of the disassembly sequence. Store the Pareto non-inferior solution in the data set, determine the dominant relationship between the new solution and the data set’ non-inferior solution, leave the non-dominant solution in the data set while the dominant solution is removed, and complete the external file update.

**C. Selecting Operation**

The fitness function is the objective function in multi-objective disassembly line balance problem. The most common form of selection is to choose based one size of the fitness value; the probability of selection is \( P_i = f_i / \sum_{i=1}^{n} f_i \), and in multi-objective problem, the selection probability cannot be determined, the gradient descent optimization algorithm’s data set is not superior, and the higher the probability, the higher the fitness value, the non-inferior solutions of the external archives are optional high-quality individuals. As the next phase, two non-inferior solutions were chosen at random using the elite selection approach.

**D. Interlace Operation**

Fig. 3 cross \( X_{\text{current}1}, X_{\text{current}2} \) the result of selecting action, with two points for the parent The sequence before intersection 1 and the sequence after intersection 2 stay intact; the sequence between the individual points 1 and 2 is chosen at random as an intersection. \( X_{\text{current}1} \) intersection 1 and intersection 2 is obtained by the parent \( X_{\text{current}2} \) map, forming the new child individual \( X_{\text{new}1} \), can the new child individual \( X_{\text{new}2} \). The specific operation procedure is shown in Figure 3. Since the current removal task in the parallel disassembly line can be selected from the non-tight back task, the task in the crossover section may not meet the removal priority relationship before its tight back task, and you need to re select the intersection point.

**E. Mutation Operation**

try to make more use of crossing character. \( X_{\text{current}} \) as a single-point insertion variation’s parent The variation point of the point task is determined by a random point in the parent sequence \( k_i \), which can be positioned between the tasks closest to the work and the tight front and back tasks \( k_i \). Maintain the sequences preceding and following the tight front task, randomly select a point in the insertion position for insertion, do the variation operation, and create a new individual. \( X_{\text{new}} \).
TABLE I
DISASSEMBLY CHARACTERISTICS OF THE MECHANICAL SENSING VALVE.

<table>
<thead>
<tr>
<th>Part</th>
<th>Name</th>
<th>$Q_{ty}$</th>
<th>$r$</th>
<th>$T$</th>
<th>$P$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Body valve</td>
<td>1</td>
<td>-1</td>
<td>T1</td>
<td>2</td>
<td>0.78</td>
</tr>
<tr>
<td>2</td>
<td>Rear cover</td>
<td>1</td>
<td>+1</td>
<td>T1</td>
<td>-</td>
<td>0.69-0.98</td>
</tr>
<tr>
<td>3</td>
<td>Compressor piston</td>
<td>1</td>
<td>-1</td>
<td>T3</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>Sliding rod</td>
<td>1</td>
<td>+1</td>
<td>-</td>
<td>9</td>
<td>0.9</td>
</tr>
<tr>
<td>5</td>
<td>Pressure springs</td>
<td>1</td>
<td>+1</td>
<td>T4</td>
<td>3</td>
<td>0.2</td>
</tr>
<tr>
<td>6</td>
<td>Restoring springs</td>
<td>1</td>
<td>+1</td>
<td>T5</td>
<td>5</td>
<td>0.1</td>
</tr>
<tr>
<td>7</td>
<td>Rubber ring</td>
<td>1</td>
<td>+1</td>
<td>T6</td>
<td>16</td>
<td>0.1</td>
</tr>
<tr>
<td>8</td>
<td>O rubber ring</td>
<td>1</td>
<td>+1</td>
<td>T6</td>
<td>2</td>
<td>0.1</td>
</tr>
<tr>
<td>9</td>
<td>Pin</td>
<td>1</td>
<td>-3</td>
<td>T7</td>
<td>3</td>
<td>0.5</td>
</tr>
<tr>
<td>10</td>
<td>O rubber ring</td>
<td>1</td>
<td>-1</td>
<td>T6</td>
<td>4</td>
<td>0.1</td>
</tr>
<tr>
<td>11</td>
<td>Connecting rod</td>
<td>1</td>
<td>-1</td>
<td>-</td>
<td>12</td>
<td>0.04</td>
</tr>
<tr>
<td>12</td>
<td>Sandwich valve</td>
<td>1</td>
<td>-1</td>
<td>T8</td>
<td>6</td>
<td>0.1</td>
</tr>
<tr>
<td>13</td>
<td>Sandwich spring</td>
<td>1</td>
<td>-1</td>
<td>T8</td>
<td>14</td>
<td>0.1</td>
</tr>
<tr>
<td>14</td>
<td>Gland</td>
<td>1</td>
<td>-1</td>
<td>T8</td>
<td>15</td>
<td>0.1</td>
</tr>
<tr>
<td>15</td>
<td>Snap ring</td>
<td>1</td>
<td>-3</td>
<td>T9</td>
<td>3</td>
<td>0.2</td>
</tr>
<tr>
<td>16</td>
<td>Snap ring</td>
<td>1</td>
<td>-3</td>
<td>T9</td>
<td>-</td>
<td>0.8</td>
</tr>
<tr>
<td>17</td>
<td>Sealant</td>
<td>1</td>
<td>+1</td>
<td>T6</td>
<td>1</td>
<td>0.3</td>
</tr>
</tbody>
</table>

H. presumptive situation
In order to simplify the model, the following assumptions were made: different types of waste products have different structures, portions of the quantity and quality uncertainty, some parts of the joint damage, and so on.

1) The waste product is only one type;
2) The amount of end-of-life products is sufficient, allowing assembly line production to proceed;
3) The quantity of parts in end-of-life items is comprehensive, and no instances of loss or modification have been reported;
4) The components are securely attached and may be disassembled easily;
5) Disassembly operations should be standardized;
6) Ignore the unknown factors in the disassembly process and set the disassembly time.
7) All components of waste products should be disassembled;
8) Each disassembly task cannot be subdivided any further.

Multi-objective method are the major features of the proposed GA-ADAM. The proposed algorithm is created by integrating the characteristics of the problem in order to ensure that the outcomes are feasible. This article proposes a multi-objective technique based on Pareto dominance to assure the diversity of disassembly strategies. The GA-ADAM flowchart is represented in the diagram as shown in Fig. 7.

V. RESULTS AND DISCUSSION
Sensitivity analysis was performed with the aim of investigating and optimizing the overall process conditions of multi-objective disassembly problems.

A. Effect of GA-ADAM to global results
In this research, multi-objective Pareto line was diversified to obtain global results, and we actually obtained them as shown in Fig. 8, where it appears to us in a three-dimensional Pareto diagram. By comparing three algorithms, we see that the GA-ADAM obtained global solutions as there is a reduction of the three objectives $f_2, f_3,$ and $f_4$. Some solutions such as number 12, 11, 10, 9, 8, and 7 achieved relatively high amounts, but these solutions were taken directly without checking the confidence period, but the confidence period was taken into account and better results were obtained with a confidence period of 95% as shown in Fig. 9.

Table III According to analysis, GA-ADAM obtained a minimum $f_1 = 30$ workstations, as indicated in Fig. 12, minimum idle time $f_2 = 0.002$ sec as indicated in Fig. 13, minimum cost $f_3 = 0.1075$ yuan/sec as indicated in Fig. 15, and the work time of GA-ADAM in the computer $0.30$ sec to obtain results for 17 parts disassembly process for mechanical sensor valve as indicated. This example completely disassembled 17 parts of the casing, springs and rubber parts, the optimization objectives is to minimize the average direction change rate $F_{\text{direction}}$, maximum load balance index $F_{\text{smooth}}$, minimize
the disassembly cost $F_{\text{cost}}$. The results of 6 equilibrium schemes obtained by GA-ADAM using multi-objective Pareto ADAM algorithm are listed in table II, using multi-objective Pareto GA-ADAM algorithm, whose parameter is set to: $N = 200, T = 200, N_0 = 8, \alpha = 1.5, \beta = 0.5, r_1 = 0.6, r_2 = 0.9, 1 = 0.4, 2 = 0.3, q = 10, P_c = 0.9, P_m = 0.1, T_C = 400\text{sec}$. A total of 6 Pareto solutions were obtained and all their equilibrium schemes are listed in table II in three workstations.

The algorithm results of this paper are compared with other metaheuristics algorithms such as Artificial Bee Algorithm (ABC) is optimization method based on honey bee swarm’s intelligent foraging behavior, proposed by [24], Ant Colony Optimization (ACO)[23] is a probabilistic method for resolving computing issues that can be simplified to the search for good paths via graphs. Multi-agent methods inspired by the behavior of real ants are known as artificial ants. Biological ants’ pheromone-based communication is frequently used as a model. Artificial ants and local search algorithms have been the preferred solution for a variety of optimization challenges requiring graphs. Genetic Algorithm (GA)[22], Particle Swarm Optimization (PSO)[25], RFD (River Formation Dynamics, RFD)[21], Simulated Annealing (SA)[26], Tabu Search (TS)[27], variable neighborhood search (VNS) [4], genetic algorithm with a variable neighborhood search (VNSGA) [28].

**B. The effect of the proposed algorithm idling time index**

The idle time adversely affects production and thus profit, which increases the costs of disassembling products, so we tried in this research to reduce the idle time by proposing a PDLBP method to reduce the idle time so that the worker can work in the opposite station during the stoppage of the first station. According to Fig. 10 we can see the effect range of workstations between 4-11 workstations, and the total idle time in the PDLBP at the workstations can be reduced by GA-ADAM rather than GA, and MOAOA. In Fig. 11 we can see the comparison between two algorithms (GA-ADAM, and GA), and the proposed algorithm Beat the second algorithm.

**C. The effect of the proposed algorithm on smoothing index**

On $F_{\text{smooth}}$ indicators, the proposed algorithm results range of 98.6%-99.8%, while the GA, and MOAOA results range of 85.9%-97.5%, the proposed algorithm has a higher balance rate, according to table II, the smoothing index range between 0.8594-0.9285, and can be considered if the minimum smoothing index is required, minimum $f_3 = 0.08875$ sec need to complete the disassembly processes in the parallel disassembly line as indicated in Fig. 14 $f_3$ in index of smooth work objective, the suggested algorithm achieves 4.9%, which is comparable to previous algorithms.

**D. The effect of the proposed algorithm on cost index**

the disassembly cost range is 0.6987 – 0.715yuan/s. If the cost is minimum, PDLBP can be selected; the number of disassembly direction changes is 17-20. If the minimum change of disassembly direction is required, PDLBP can be selected, these two indicators can also be taken into consideration: if the smoothing index and disassembly cost are given
priority, solutions 2 or 6; if the smoothing index is maximum, and less changes of disassembly direction, solutions 6 or 5; if the requirements are low disassembly cost and the number of disassembly direction changes is less, solution 1 or 2 can be selected. The 6 balance solutions obtained in this paper can provide multiple choices for decision makers.

E. The effect of the proposed algorithm on running time index

in Fig. 16 and due to the rapid development of the computer, a tenth generation computer was used with i7 core, and the Python package is faster than Mat lab, so the program execution speed is the best in the least running time of the algorithm compared to the rest of the other algorithms, they were implemented in earlier times, so The proposed algorithm outperformed by 1.5 % equally with MOAOA.

VI. CONCLUSION

Through the hybrid genetic algorithm with Adam Optimizer, we can reach solutions to problems available in the disassembly lines of all kinds, and can fill a gap in the field of disassembly technology, which in turn leads to the improvement of disassembling lines by reducing work stations, reducing disassembling costs, and reducing changes in disassembling directions. The GA-ADAM algorithm combines the advantages of the genetic algorithm and the ADAM optimizer algorithm, which can prevent the algorithm from falling into the local optimum. Improve the heuristic rules of the genetic algorithm to make the assignment of tasks more in line with the actual production situation of the problem; evaluate the non-inferior solutions through the crowding distance and filter the non-inferior solutions to achieve elite retention; use the crowding degree to update the global information of the GA.

It can balance the influence of each target on concentration of mutation in the population; treat non-inferior solutions as individuals of genetic manipulation to speed up the efficiency of genetic manipulation; the result of genetic manipulation is positively fed back to the concentration of gene on optimal solution, which ADAM Optimizer search optimal solutions, while speeding up the convergence speed of the algorithm. Use the proposed algorithm to verify the test problems of 17 disassembly tasks, change the linear disassembly line to parallel disassembly line, and compare it with multi-objective Pareto GA-ADAM algorithm in the linear disassembly line. The proposed algorithm The solution is obviously better than the linear disassembly line scheme, which shows that the proposed algorithm can effectively solve multi-objective disassembly line balancing problem.

The proposed algorithm has better results than other algorithms, and it reduces the disassembly workstation by 6.1%, reduce idle time to 0.05%, reduce cost to 3.9%, and reduce minimum run time 1.5 % comparing proposed and other meta heuristics algorithms. But the proposed algorithm needs to be developed more in the future to give a better result in terms of smooth work objective, as it achieved 4.9% not less than other algorithms.
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Fig. 7. The Pareto flow chart process based on GA-ADAM.

Fig. 8. The pareto optimal set to filter the solutions after balance objectives and compare the objectives three algorithms, GA-ADAM with 95% confidence interval three algorithms.

Fig. 9. The pareto optimal set to filter the solutions after balance objectives and compare the objectives three algorithms, GA-ADAM investigated the superior objectives.

Fig. 10. The total idle time loss in the workstations.

Fig. 11. The comparison between GA-ADAM and GA to reduce idle time index.
Fig. 12. The $f_1$ comparison between GA-ADAM and the other ten algorithms.

Fig. 13. The $f_2$ comparison between GA-ADAM and the other ten algorithms.

Fig. 14. The $f_3$ comparison between GA-ADAM and the other ten algorithms.

Fig. 15. The $f_4$ comparison between GA-ADAM and the other ten algorithms.

Fig. 16. The time taken to implement GA-ADAM and the other 10 algorithms in a computer is compared here.
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